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Fig. 1. In this paper, we present a new approach to mitigate cybersickness by applying subtle geometrical distortions to the animation frames. While the
modifications significantly reduce cybersickness, the details in the periphery can be preserved better than with the commonly used peripheral blurring.

Virtual reality has ushered in a revolutionary era of immersive content
perception. However, a persistent challenge in dynamic environments is
the occurrence of cybersickness arising from a conflict between visual and
vestibular cues. Prior techniques have demonstrated that limiting illusory
self-motion, so-called vection, by blurring the peripheral part of images,
introducing tunnel vision, or altering the camera path can effectively reduce
the problem. Unfortunately, these methods often alter the user’s experience
with visible changes to the content. In this paper, we propose a new technique
for reducing vection and combating cybersickness by subtly lowering the
screen-space speed of objects in the user’s peripheral vision. The method is
motivated by our hypothesis that small modifications to the objects’ velocity
in the periphery and geometrical distortions in the peripheral vision can
remain unnoticeable yet lead to reduced vection. This paper describes the
experiments supporting this hypothesis and derives its limits. Furthermore,
we present a method that exploits these findings by introducing subtle,
screen-space geometrical distortions to animation frames to counteract
the motion contributing to vection. We implement the method as a real-
time post-processing step that can be integrated into existing rendering
frameworks. The final validation of the technique and comparison to an
alternative approach confirms its effectiveness in reducing cybersickness.
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1 INTRODUCTION
Virtual reality (VR) rapidly evolves and captivates users with its
highly immersing experiences in virtual worlds. Its potential is vast
and varied, from the enhancement of entertainment and educa-
tion to innovative applications in design and therapy. However, a
significant barrier to its universal adoption lies in the onset of cy-
bersickness, a negative symptom similar to general motion sickness.
Cybersickness arises from a sensory mismatch between the vestibu-
lar system’s signals and the visually perceived motion of the virtual
experience [Reason and Brand 1975]. A crucial factor for cybersick-
ness is vection, i.e., the sensation of self-motion induced by visual
stimuli even when the body is physically motionless [D’Amour
et al. 2021]. People often experience such an illusion when sitting
on a stationary train and watching another train moving. The vi-
sual movement observed through the window leads to a feeling of
self-motion. In such cases, human perception attributes a higher
significance to the information-dense visual stimuli conflicting with
the vestibular signals [Bankieris et al. 2017; ter Horst et al. 2015],
often resulting in a negative sensation of sickness or discomfort.
In VR, virtual camera movements that are not accompanied by

physical motion are a significant source of vection, leading to cyber-
sickness. One of the solutions to reduce cybersickness is to limit the
visual vection cues. Common approaches modify the visual content
by occluding or blurring the peripheral vision or modifying the cam-
era path [Adhanom et al. 2020; Groth et al. 2021b; Hu et al. 2019].
These approaches aim to reduce visible movements, especially in the
periphery, which is considered a more motion-sensitive part of the
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visual field [Exner 1886; Finlay 1982]. The methods, however, lead to
changes in the experience or loss of visual features in the periphery.
Other techniques focus on directly controlling the vestibular system.
Their active stimulation can reduce the sensory mismatch through
alignment with the visual motion [Groth et al. 2022; Sra et al. 2019].
However, such an enhancement requires specialized equipment that
is not yet universally accessible.

This paper proposes a novel technique to mitigate cybersickness
that is both subtle and effective. We start by studying linear and ro-
tational camera motion to later address arbitrary camera paths. For
linear motion we aim to explicitly reduce themagnitude of perceived
motion by slowing down objects in the periphery. To maintain the
user’s perception of the camera velocity, we demonstrate how the re-
duction of velocity magnitude in the periphery can be compensated
in the foveal region without reintroducing cybersickness. The cyber-
sickness caused by visual rotations is even more severe compared
to linear camera movements [Groth et al. 2022; Kim et al. 2021]. To
address this type of movement, we propose to create an illusion of
objects moving along a linear trajectory instead of rotating around a
particular axis. We show that simple geometric distortions that mod-
ify the screen-space size of the objects are a powerful tool to achieve
this goal. By a series of perceptual experiments, we study the effec-
tiveness and visibility of the proposed manipulations (Section 3).
Based on the results, we present a perceptual model that describes
the manipulations that lead to the maximum reduction of vection
that can be performed without objectionable changes to the content
(Section 4). The model provides scene and eccentricity-dependent
parameters for the final method. While our initial experiments make
use of complete control over 3D scenes, such control is not always
feasible in complex scenes. Therefore, we propose a method for
applying our manipulations using a simple image-based warping
method, which modifies the geometrical information of the scene
by introducing subtle image deformations (Section 5). Since the de-
formations accumulate over time, we exploit saccadic suppression
and eye blinks to restore the frame content to the original rendering.
The efficiency of the method enables real-time execution and easy
integration to any rendering engine. We validate our method in an
experiment comparing with subtle blurring of peripheral content
(Section 6). While the comparison was not perfectly analogous, the
results demonstrate the effectiveness of our approach in reducing
cybersickness while the visual fidelity of the scene is preserved,
providing a promising direction for future research.

2 RELATED WORK
In this section, we describe how vection leads to cybersickness
and explore former research on mitigation of cybersickness in vir-
tual reality. Techniques that reduce cybersickness can generally be
separated into two categories: visual content manipulations and
vestibular perception enhancement. In the following, we will focus
on visual methods that do not require further equipment.

Vection and its Role for Cybersickness. Unlike traditional displays
such as monitors or TVs, VR displays deliver stereoscopic images
that isolate the user from the real world, deepening their immersion
in the virtual environment. When determining what is real, the
human brain tends to prioritize visual cues [Bankieris et al. 2017;

Murovec et al. 2021]. VR delivers strong visual signals that shift
the users’ feeling of presence to the virtual world. However, the
disconnection between visual movements in the virtual environ-
ment and actual body motion is a key contributor to cybersickness,
a form of motion sickness during VR exposure [Reason and Brand
1975]. When VR users navigate using controllers and continuous
movements, they experience motion in the virtual world that does
not coincide with their real-world physical state. This discrepancy
in perception is evoked by vection – the sensation of self-motion
created by visual cues [D’Amour et al. 2021]. In real life, a momen-
tary illusion of self-motion can be evoked, for instance, while sitting
in a stationary car and observing another car moving, exemplifying
the dominant of our perception in contradictory scenarios. Vection
primarily stems from the peripheral vision which is highly sensitive
to temporal changes [Guo et al. 2021; Thompson et al. 2007]. Reduc-
ing motion cues in the peripheral vision can effectively diminish
cybersickness, due to the reduction of vection [Luu et al. 2021].
However, even when suppressing the subconscious effect of vection,
humans are still able to experience the movements of the virtual
camera, due to the conscious perception of the apparent motion in
the fovea. This distinction between apparent motion and vection is a
key factor in understanding and properly addressing cybersickness.

Visual Techniques for Cybersickness Reduction. Various techniques
have been explored that modify the visual stimuli for cybersickness
mitigation. Opaque occlusions in the visual field, either in the center
region [Bos et al. 2010; Lin et al. 2002; Seay et al. 2001] or based on
eye tracking [Adhanom et al. 2020; Groth et al. 2021a,b], are notable
for reducing vection and cybersickness. A more common and less
intrusive technique includes blurring of the periphery [Groth et al.
2021b; Hillaire et al. 2008; Patney et al. 2016], fixed outer regions [Lin
et al. 2020a] or object-dependent areas [Nie et al. 2017, 2019] using
gaussian filters. Also learning approaches were proposed for motion
reduction [Kaplanyan et al. 2019]. These approaches, acting as a
low-pass filter, reduce contrast and information perception, thereby
diminishing cybersickness. However, the information reduction in
the periphery can be an issue in applications that require fast re-
actions like VR shooter games. With our method, we preserve the
visual details of the scene over the entire field of view (FOV) by sub-
tly reducing vectionwith content-aware distortions. Recentmethods
include integrating reverse optical flow visualizations [Kim and Kim
2022; Park et al. 2022]. The idea is based on the larger pooling of
the ganglion cells in the peripheral vision [Anderson et al. 1991].
Park et al. ’s experiment with reverse optical flow arrows reduced
cybersickness but significantly affected participants’ experience due
to its application in both peripheral and foveal regions [2022]. We
calibrate our modulations to stay under the threshold of detectabil-
ity to keep the virtual experience immersive and enjoyable. The
relationship between geometry appearance, motion perception, and
cybersickness remains underexplored. However, temporal geometri-
cal modifications can change the basic visual motion perception of
objects and are highly interesting for reducing vection. In a simple
prototype of Lou et al. , the geometry of a building is squeezed
towards the viewport’s edge during forward movements [2022].
While their project was not generally applied or experimentally
validated the authors’ approach motivated the use of geometrical
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Fig. 2. Visualization of the velocity scaling of an object based on its eccen-
tricity and the type of eye movement.

deformations for vection reduction. Aside from these techniques,
the overall quality of the virtual experience as well as the content de-
sign play a crucial role. In general, high frame-rate renderings, high
quality tracking and reduced latency systems reduce the occurrence
of cybersickness symptoms [DiZio and Lackner 1997; LaViola Jr
2000; Sherman 2002].

3 PERCEPTION OF FUNDAMENTAL MOVEMENTS
Vection is influenced by visual movements in the FOV. The pe-
ripheral area has a much stronger influence on this perception of
self-motion than the fovea [Exner 1886; Finlay 1982]. At the same
time, modifications in the peripheral region are generally tolerated
more by users [Patney et al. 2016]. The following investigations are
based on the hypothesis that manipulations can be made to a virtual
scene that go unnoticed but reduce vection. As a consequence of
this hypothesis, we further want to show that vection — a subcon-
scious effect of perceived self-motion — is decoupled from apparent
motion — the conscious estimation of visual movement. This sec-
tion, describes the psychophysical experiments that we conducted
to confirm this hypothesis and derive the detection thresholds that
allow for maximizing the reduction of vection. Our investigations
are twofold and examine linear movements and rotational move-
ments in isolation. The results of these psychophysical experiments
provide the foundation for the perceptual model derived in the next
section. All experiments are conducted in VR with a HTC Vive Pro
Eye headset.

3.1 Vection Compensation for Linear Movements
Our first investigations are focused on the reduction of vection for
linear camera movements. In two psychophysical experiments with
a simple scene, we directly manipulate the velocity of objects in
the VR environment. All modifications are designed to preserve the
visually perceived ego-motion in the virtual world. We make two
assumptions for our investigations: (1) the human brain derives the
apparent motion of a virtual scene as an average of all background
motion in the FOV. (2) the velocity of each background object in
the visual field can be scaled and the scaling factor can be described
by a linear function of eccentricity.

The assumptions are motivated by basic properties of the human
visual system (HVS). In the HVS, the effect of information integra-
tion of local patterns allows to reach a global consensus even with

Fig. 3. Visual scene of the experiment with linear camera movement. The
objects in the left image are scaled to move slower in the periphery. The red
dot visualizes the view point. The right image shows the unaltered output.

ambiguities information of local motion (assumption 1). This phe-
nomenon of natural viewing is necessary for humans to characterize
ambiguous motion information in local regions that would be raised
due to restrictions similar to the aperture problem [Thompson et al.
2011]. The increase in effect strength is motivated with the pooling
of peripheral photoreceptor information by the bipolar cells and
cortical magnification (assumption 2) [Thompson et al. 2011].
Figure 2 visualizes how the object motion scaling is described

by a linear function of eccentricity. The further away an object
from the point of view, the more its velocity is reduced. In contrast,
objects in the fovea are accelerated. The function has two unknown
properties, the slope and the offset, which are calibrated in two
separate experiments.

In the first experiment we search for the slope of the linear func-
tion that describes the velocity scaling of objects at the threshold
of detectability. This threshold describes the intensity of decreased
peripheral speed given a constant foveal velocity. However, since
we simplified the scene motion to be a weighted average of the
objects at different eccentricities, the overall perceived speed of the
camera can be altered by the scaling. Such a perceived change in
speed would reshape our understanding of the scene with potential
implications on the user experience and performance. Therefore,
we conduct a second experiment that calibrates the offset of the
linear function for the calibrated function slopes (cf. Figure 2).

Experiment 1: Slope Calibration
The maximum difference in velocity between the fovea and the

outermost point in the periphery is defined by the magnitude of the
slope of the scaling function. Here, we use the description of object
velocity instead of camera velocity based on the formally made
assumption that the linear camera motion derives by averaging the
velocity of all background objects in the visual field.

Experimental Design: The experiment is conducted with a simple
scene that displays an infinite straight wall with multiple lines of
windows (see Figure 3). The camera faces the wall while moving to
the right. The horizontal spacing between the windows is randomly
varied to avoid that the results are influenced by regular patterns. A
random color is assigned to each window to increase contrast and
recognizability. A small red ball in the forward direction defines
the gaze point and participants are ask to always look at this ball.
In the experiment the gaze of participants was tracked and the
scene was blended out when the participants’ gaze deviates more
than 5° from the ball’s direction. The experiment is designed as an
Up/Down task with the slope of the linear curve being manipulated.

ACM Trans. Graph., Vol. 43, No. 4, Article 66. Publication date: July 2024.



66:4 • Groth et al.

Table 1. Perceptual thresholds of experiment 1 for velocity scaling intensity
at two tested camera velocities.

Velocity 1.0 Velocity 1.4

Task Mean ± StDev Mean ± StDev

Up 0.3344 ± 0.1685 0.28 ± 0.1582
Down 0.4035 ± 0.2657 0.3631 ± 0.2721

The linear curve defines how the speed of a window is adjusted
based on eccentricity. Thereby, the objects are increased in speed
in the foveal area at the same amount as they are slowed down
in the periphery. For clarification, a slope value of 0.3 describes a
scene where the windows are 30% increased in speed at the focal
point and 30% slowed down in speed at the outermost point in the
periphery. For the up trials the slope start value is 0 which gets
continuously increased by 0.05 per second. The down trials start
with a 0.95 slope value which is decreased by 0.05 per second. For
every trial participants are ask to press a button when they notice a
difference in speed or distance of the windows between the inner and
outer area of the FOV. With the button press the result is logged
and the next trial begins. Each trial starts with a random idle period
between 2 and 5 seconds to avoid that participants recognize regular
patterns. We investigated the slope for two different speeds, 1 m/s
and 1.4 m/s, which are counterbalanced. The higher speed, thereby,
corresponds to half of the maximum speed for smooth movement
perception of the eye [Daly 2001], allowing us to stay within this
limit even with a maximum scaling of 200%. In our within-subject
experiment we had 5 repetitions for each, the Up and Down tasks,
and both speeds, yielding a total of 20 trials per participant. A total
of 11 participants took part in the experiment (2 females, age =
25.5 ± 4.31).

Results: Table 1 shows the results of the experiment. In general,
the results of the psychophysical experiment support the initial
assumptions. Even in the worst case scenario, the speed of objects
is reduced by 28% at an eccentricity of 50°. Stronger modifications
go unnoticed for slower camera movements. To ensure subtlety, we
interpret the results in a conservative manner and apply the lower
values of the Up task in the following.

Experiment 2: Speed Adjustment
The offset property of the scaling function derives the default scaling
factor at zero eccentricity. Therefore, this parameter weights the
influence of objects in the inner and outer half of the FOV on the
overall perceived scene motion. Consider the two curves in Figure 2
that describe the same perceptual camera velocity: since people rely
more on the foveal content during smooth pursuit eye movements,
the objects’ speed in the periphery can be reduced more.

Experimental Design: The scene of the second experiment remains
unchanged, with the camera moving along a wall with multiple lines
of windows. While we consider a constant slope based on the results
of Experiment 1, the overall speed of the camera, i.e. the function
offset, can be adjusted by the participants. We show two versions
of the scene to the participants, which can be switch as often as

Table 2. Summary of the results for the second experiment assessing partic-
ipants’ perception of movement speeds during fixations and smooth pursuit
eye movements. The table presents the matched speeds for two different
camera velocities (1 m/s and 1.4 m/s) across two conditions: with slope (as
per the findings of Experiment 1) and control (uniformly moving windows).
Note: when the values get lower, the perceived scene speed is higher than
the actual camera velocity and, consequently, scene objects can be deceler-
ated more.

Scenario Condition Speed: Mean ± Std

Fixation With Slope 1.0: 0.9906 ± 0.0905
1.4: 1.3750 ± 0.1132

Control 1.0: 0.9922 ± 0.0663
1.4: 1.4078 ± 0.1133

Smooth Pursuit With Slope 1.0: 0.8047 ± 0.1018
1.4: 1.2141 ± 0.1501

Control 1.0: 1.0266 ± 0.0848
1.4: 1.4219 ± 0.1075

required. The first version provides the unaltered baseline with
slope 0 as a reference. The second version is constructed similarly,
but participants are able to change the speed of the camera. We
ask participants to match the speed of the adjustable scene to the
baseline. They are allowed to take as much time and scene switches
as needed. When the scenes are toggled, a gray screen of 1.3 seconds
is displayed to avoid direct comparison from the change and rather
rely on the participants’ memory. Similar to the first experiment
we display a focus point and occlude the scene when participants
deviate from it. However, additionally to the fixed focus point we
also investigate the perception for moving gaze. In this moving gaze
scenario the focus point is moved at the speed of the windows and
displaced to the right when it gets close to the edge of the screen.
With this scenario, we induce smooth pursuit eye movements, while
the static focal point investigates eye fixations. These two types of
fundamental eye movements are highly relevant for real-world sce-
narios, but can significantly diverge in the perception of movement
speeds. As in the former experiment, we investigate both scenarios
for the baseline camera velocities of 1 m/s (slope: 0.334) and 1.4 m/s
(slope: 0.28). To verify the validity of the results, we further intro-
duce a control condition where the adjustable version of the scene
is without manipulation and shows uniformly moving windows
just like the baseline. The purpose of this control condition is to
assess participants’ general ability to match the speed of objects
during fixations and smooth pursuit to a baseline. We conducted
the within-subject experiment with three repetitions for both veloc-
ities, conditions and scenarios. The order of the trials within each
scenario was randomly distributed and participants did not know
about the different conditions. A total of 17 participants took part
in the experiment (8 females, Age = 24.2 ± 3.68).

Results: Table 2 illustrates the perceived velocities for a given
baseline. The results for the two scenarios differ considerably. For
fixations our assumption that the influence of the inner and the
outer part of the vision contribute evenly to the perceived camera
velocity holds true, letting the measured values match the baseline
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Fig. 4. Visualization of the depth adjustment and scaling method for vection
reduction of rotating objects. Blue bunnies represent the unmanipulated
state, while green and violet are the adjusted state.

almost perfectly. For smooth pursuit eye movements the influence of
the foveal region for the overall perceived camera velocity is signifi-
cantly higher. The decelerated periphery contributes around three
times less to the scene speed perception highlighting a significant
shift compared with the fixation scenario (see Figure 2). The results
of the control condition confirm the validity of participants’ speed
assessment ability. Accordingly, the deviating results of different
eye movement scenarios are not based on a change in accuracy
of speed estimations but rather on the shift in the importance of
different image areas for motion perception during active eye move-
ment. In conclusion, for both types of eye movement, the vection
in the motion-sensitive periphery can be greatly reduced without
changing the apparent motion of the virtual camera, which we later
exploit to effectively mitigate cybersickness.

3.2 Compensation of Visual Rotation
Next, we take a closer look at rotational camera movements inside
virtual environments. In a psychophysical experiment with a simple
scene, we transform objects in the periphery to create the illusion
of the objects moving along a linear trajectory. The manipulations
are designed to preserve the conscious scene understanding while
reducing cybersickness. The study is motivated by a key observation
of former research that rotational movements in virtual environ-
ments induce considerably more cybersickness than linear camera
movements [Groth et al. 2021b, 2022; Kim et al. 2021]. We make an
assumption based on preliminary findings: the subconscious inter-
pretation of rotational scene movements can be tricked to perceive
linear motion, while the active scene understanding still results
with the actual angular movement. The assumption, therefore, sug-
gests a decoupling of the illusory self-movements (vection) and the
apparent motion of the scene. If this assumption holds true, the
applied scene adjustments will change the perceived vection and
have a positive effect on cybersickness even when they are below
the threshold of detectability.

Experiment 3: Rotation Reduction
Humans derive visual rotations of a static scene by the change of
object sizes over time as well as from depth clues e.g. disparity [Leigh
and Zee 2015]. This experiment investigates how much both factors
contribute to the visual perception of angular movement.

Scaling methods: Figure 4 illustrates how the scene objects are
transformed in our investigations to create the illusion of movement

Fig. 5. Visual scene of the experiment with rotating camera. In the upper
image the objects are scaled in size to create the visual impression of a linear
movement trajectory. The lower image is the unaltered output.

on a linear path. For this visual linear motion, we scale the size of
the 3D objects by a function of eccentricity. While the position of
the modified objects in the 3D space remains on the circular path,
their scaled size in relation to the other objects provide the visual
cues of a position further away (see Figure 2). The distance 𝑑 of the
object on the virtual linear path, orthogonal to the cameras’ forward
vector 𝑓 can be derived by 𝑑 = 𝑟

cos𝜙 with 𝑟 representing the radius
and 𝜙 the angle between the forward vector and the vector from
the camera to the object. Consequently, the adjusted size 𝑠 = 𝑤

𝑑
for an object is calculated using distance 𝑑 and the objects width𝑤 .
However, visual size is not the only cue to provide information about
the 3D position. In our experiment, we introduce another condition
in which the actual position of the scene objects is modified (depth
condition). Therefore, in this condition, both the object’s size on
the screen and its disparity are altered. For the depth condition, the
depth of the objects is modulated by displacing the position of the
objects in accordance with 𝑑 in the direction of the vector from the
camera to the object. The depth condition is meant as a baseline
and provides further insights about the importance of different cues
for the perception of visual movements.

Experimental design: The scene in the experiment displays a circu-
lar wall with lines of windows and the camera rotating in the center
(see Figure 5). The angular velocity of the camera is modulated by a
sine function. We investigate two different approaches, firstly the
scaling of the objects in size and secondly the adjustment of the
objects’ positions in depth. In the experiment we want to find the
intensity of the methods which describe the threshold of detectabil-
ity. Intensity reflects the amount to which the methods manipulate
the perceptual trajectory of the objects in the visual field at maxi-
mum angular velocity. At an intensity of 1 the methods manipulate
the perceived object trajectory into a straight line and for 0 they
are on the circular path. We use a 1 up/1 down procedure as psy-
chophysical estimation method to find the conservative detection
threshold (CDT) [Zenner et al. 2021]. In this experimental method
the intensity of the manipulation technique is increased (+0.1) when
participants do not notice any distortions in a trial and decreased
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Table 3. Results of the calibration experiment for rotational movement com-
pensation. The values indicate the CDT of the visual manipulation methods
applied to the scene for different rotations. A value of 1 would correspond
to a perceptually linear movement of the objects (full manipulation), while
at 0 the initial circular path is displayed.

Condition Yaw Pitch

Scale 0.624 ± 0.2052 0.674 ± 0.2314
Depth 0.716 ± 0.2126 0.782 ± 0.184

(-0.1) in the opposite case. Furthermore, we apply a staircase design
with interleaved ascending (start with intensity = 0) and descending
(start with intensity = 1) sequences. The sequences are terminated
after five reversals and the average of the last four reversals yield the
sequence threshold estimate [Zenner et al. 2021]. In the experiment,
the participants are ask to indicate by a button press when noticing
any changes of the scene compared to the unaltered reference. The
reference movement (normal circular path) is given in the first trial
of each block which is properly communicated with the participants.
We decided to show the reference condition only at the beginning
of a block because we are interested in the participants’ comparison
with conscious expectations rather than a side-by-side comparison
that does not compare to the final application. Each sequence of
acceleration and deceleration of the camera to 0 is considered as
one trial without pauses in-between. Also, each method is tested for
yaw and pitch rotations. These 4 blocks (2 methods * 2 directions)
are counterbalanced by a 4x4 Williams design Latin square. In the
experiment, participants are ask to keep their head straight. A total
of 15 participants took part in the experiment (7 females, Age =
28.8 ± 2.66).

Results: Table 3 shows the CDTs for both methods and rotation
directions. The results of the third experiment are in line with our
assumption that subtle vection reduction is feasible. Substantial
modulations can be made to the visual trajectory of the scene ob-
jects before participants report any difference. Overall, we were able
to compensate for 62% of the rotational movement in the horizontal
FOV of the VR glasses. Pitch rotations, that are due to hardware lim-
itations displayed with smaller vertical angles can be compensated
more. In the control condition, where the 3D objects are displaced
in depth, compensations are around 10% higher compared to the
modification in size. Overall, the results suggest that the majority
of the movement information is derived by the contents’ temporal
change in size rather than from the disparity which motivates an
important part of our method for cybersickness reduction to rely on
transformations in geometrical size. As a limitation, the standard de-
viation is relatively high, which could reflect uncertainty among the
participants. On the other hand, the thresholds are conservative and
manipulations can be expected be less detected in practice when
users do not pay attention to possible deformations. Also, more
complex scene could mask the deformations to a certain degree.

4 PERCEPTUAL MODEL
In this section, we derive a perceptual model that estimates a scaling
factor for each objects’ optical flow between frames. The model is

designed to maximize the reduction of vection while maintaining
the observers’ perception of the scene. For linear and angular cam-
era movements, we provide two separate components 𝐹𝑙𝑖𝑛 and 𝐹𝑟𝑜𝑡
which both are functions of eccentricity. For the definition of 𝐹𝑙𝑖𝑛 ,
we assume a linear function that defines the scaling factor of the
objects’ motion based on eccentricity. To keep the perceptual scene
speed intact, we compensate the reduced speed in the periphery
with faster movements around the gaze point (cf. Section 3). For
angular movements the function 𝐹𝑟𝑜𝑡 computes a scaling factor that
modulates the objects’ geometrical size to be smaller in the periph-
ery. In the image domain, the modulations of rotational movements
with 𝐹𝑟𝑜𝑡 give the impression of the scene content moving on a
linear trajectory that is anchored at the gaze point. Our model is
based on the observations of the psychophysical experiments of
Section 3. The supplementary material provides an additional list
of all parameters defined here.

Linear Movement Component. First, we define the linear move-
ment component 𝐹𝑙𝑖𝑛 of our perceptual model. The results of the
psychophysical experiments for linear movement compensation
confirmed our initial assumption that objects can be scaled by a lin-
ear function of eccentricity (see Section 3.1). In these experiments,
the function was calibrated to the threshold that allows for the
strongest modulations that stay undetected. Based on these find-
ings, the linear component 𝐹𝑙𝑖𝑛 is defined as a linear function with
slope 𝑎 and offset 𝑏. The function derives a scaling factor of the
object motion per input point with the current camera speed 𝑣𝑐𝑎𝑚 ,
the gaze velocity 𝑣𝑒𝑦𝑒 and a set of geometry points 𝑝 ∈ 𝑃 as an
input.

𝐹𝑙𝑖𝑛 (𝑃, 𝑣𝑐𝑎𝑚, 𝑣𝑒𝑦𝑒 ) = 1− (𝑎(𝑣𝑐𝑎𝑚) ·min(𝜃 (𝑝) ·𝑛1, 1) +𝑏 (𝑣𝑒𝑦𝑒 )) (1)

Here, the eccentricity function 𝜃 is normalized by 𝑛1 = 1
𝜋 · 9

5 to
be within [0, 1]. In the calibration experiments we placed the gaze
point in the middle of the screen and, therefore, normalize with
half the FOV (50°). In the experiments, we found that for higher
movement speeds the scaling slope has to be slightly less intense
(see Section 3.1). We assume a linear dependency of the velocity
for the change of the slope function and interpolate the slope for
velocities that are between the calibrated ones. For fast movements
above 1.4 m/s the slope is extrapolated following this trend making
it more flat. This means that an increase in scene speed decreases the
intensity of the modifications. Velocities below 1 m/s are handled
conservatively and a constant slope of 𝑠𝑚𝑎𝑥 = 0.33 (33% velocity
reduction at the highest eccentricity) is assumed to avoid that the
modifications become overly intensive and are recognized by the
user. Specifically, we derive the following slope function with the
former calibration values:

𝑎(𝑣𝑐𝑎𝑚) = min(𝑠𝑚𝑎𝑥 ,𝑚 · 𝑣𝑐𝑎𝑚 + 𝑠𝑚𝑎𝑥 −𝑚) (2)

The value𝑚 models the decrease of the slope with increasing speed,
𝑚 = (𝑠𝑓 −𝑠𝑚𝑎𝑥 )/(𝑣2−𝑉1) = −0.125, defined by the calibrated slopes
𝑠𝑚𝑎𝑥 = 0.33 and 𝑠𝑓 = 0.28 for the speeds 𝑣1 = 1 and 𝑣2 = 1.4.

The function offset parameter 𝑏 of 𝐹𝑙𝑖𝑛 defines the perceptual
difference in velocity between the actual linear speed of the scene
camera and the perceived movement speed. The formulation of
𝑏 is based on the experimental results for velocity adjustment for
different eye movements, described in Section 3.1. We found that the
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perceived velocity of the modified scene highly varies with the type
of eye movement the user performs. For object following, the HVS
relies intensively on the foveal region. For fixations, on the other
hand, different parts of the visual field contribute more equally to
the velocity perception. We define offset 𝑏 by a fixation parameter
𝑏 𝑓 𝑖𝑥 and an additional term that adjusts the offset of the scaling
function for smooth pursuit eye movements.

𝑏 (𝑣𝑒𝑦𝑒 ) = 𝑏 𝑓 𝑖𝑥 + 𝑜𝑠𝑝 ·min(𝑣𝑒𝑦𝑒 · 𝑛2, 1) (3)

With 𝑏 𝑓 𝑖𝑥 = −0.25 · 𝑎 the default offset for full fixations allows
for slowing down the object velocity in the outer half of the FOV
proportionally to the speed up in the inner circle. The constant
𝑜𝑠𝑝 = 0.2 is derived from the former calibration and defines the
offset adjustment that is necessary to address the increased impor-
tance of the fovea for smooth pursuit eye movements. The formula
considers a normalization of the gaze velocity 𝑣𝑒𝑦𝑒 with 𝑛2 = 𝛿𝑡

𝜋 · 93
for gaze movements below 30°/s, where smooth pursuit eye move-
ments fully take place, based on former findings [Leigh and Zee
2015]. We interpolate gaze velocities below 30°/s, since the studies
of Leigh et al. show that no hard threshold can be defined between
fixations and smooth pursuit [2015]. Note that the exact velocity
where a movement is categorized as smooth pursuit is debatable and
other works also suggest lower values [Komogortsev and Karpov
2013]. By relying on the gaze velocity, we can implicitly model both
fundamental types of eye movements in 𝐹𝑙𝑖𝑛 .

Rotational Movement Component. Next, we define the rotational
component of the perceptual model by the function 𝐹𝑟𝑜𝑡 using the
discoveries of the psychophysical experiments in Section 3.2. The
function output is a scaling factor that moderates the objects’ geo-
metrical size to visually align to a linear movement path. For this
illusion, the size decreases stronger with higher eccentricity in the
direction of motion. We define:

𝐹𝑟𝑜𝑡 (𝑃, 𝑝𝑒𝑦𝑒 ) = (1 − cos(min( |𝑑𝑒𝑦𝑒 − 𝑑𝑝 |, |𝑑𝑝 |) ·
FOV · 𝜋
180

)) · 𝛼 (4)

The scalars 𝑑𝑒𝑦𝑒 and 𝑑𝑝 are the respective distances of the projected
object point and gaze point onto the axis of movement. The scaling
modifications by 𝐹𝑟𝑜𝑡 are anchored on the gaze point as well as
the forward vector of the head to increase temporal stability, repre-
sented by min( |𝑑𝑒𝑦𝑒 − 𝑑𝑝 |, |𝑑𝑝 |). The free parameter 𝛼 determines
the strength of the effect and was calibrated in the psychophysi-
cal experiments to 𝛼 = 0.624. A value of 1 would correspond to a
visually perfect linear trajectory. The scalars 𝑑𝑒𝑦𝑒 := ⟨𝑝𝑒𝑦𝑒 , û𝑐𝑎𝑚⟩
and 𝑑𝑝 := ⟨𝑝, û𝑐𝑎𝑚⟩ are the distances of the gaze point 𝑝𝑒𝑦𝑒 and the
geometrical point 𝑝 to the origin after projection onto the axis of
movement u𝑐𝑎𝑚 . We assume the origin to be at the forward vector
position in the image plane.

5 APPLICATION
In this section, we describe the implementation of our method for
cybersickness mitigation based on our perceptual model. In the
psychophysical experiments of Section 3, we directly transformed
the objects’ 3D geometry in the scene. However, such a full control
is not feasible in complex scenes. For general applicability, our
implementation therefore operates as an effective and lightweight
post-process on the rendering output of a VR application. Unlike

before, the scaling modifications are applied using image warping
in the 2D screen-space. Figure 6 provides a general overview of the
shader operations that are performed on the RGB image to generate
the distorted output. Since our framework operates in the image
domain of the rendering, it can be applied to arbitrary sceneswithout
further adjustment. The implementation runs in Unity 2022.3 using
renderer features and GPU-based shader operations in combination
with OpenXR for VR support. The motion of the pixels between
frames is derived by motion flow.

Warping. In our implementation, we apply geometrical distor-
tions to reduce vection. Without knowledge of the 3D scene, the
modifications are applied to the rendered RGB frame. Since the
topology of objects is unknown in screen-space, it cannot be ad-
justed directly. Therefore, the implementation relies on the optical
flow to adjust the content movement. Rotational movements are
compensated by foveated displacements that transform the content
towards the axis of movement. This operation results in a reduction
of object sizes by distortions comparable to a concave lens laying
over the image. For an efficient implementation that leverages the
standard capabilities of graphics hardware, deformations are real-
ized with a sparse vertex grid and UV warping in the vertex shader.
The final image is rendered in the fragment shader by simple UV
sampling.
The overall displacement 𝐷 of the vertices 𝑝 ∈ 𝑃 in the defor-

mation grid are derived by combining the displacement vectors for
rotations 𝐷𝑟𝑜𝑡 and the vectors of the linear movement modulation
𝑀𝑜𝑝𝑡 . The vector field of𝑀𝑜𝑝𝑡 = 𝑀𝑟𝑎𝑤 + 𝐹𝑙𝑖𝑛 combines the scenes’
motion flow 𝑀𝑟𝑎𝑤 with the linear movement scaling 𝐹𝑙𝑖𝑛 of the
perceptual model (see paragraph ‘Optimization’).

𝐷 (𝑃) = 𝐷𝑟𝑜𝑡 +𝑀𝑜𝑝𝑡 ·max(1 − 𝜔𝑐𝑎𝑚

𝜔𝑚𝑎𝑥
, 0) (5)

The camera’s angular velocity 𝜔𝑐𝑎𝑚 is normalized with a maximum
speed constant 𝜔𝑚𝑎𝑥 which can be adjusted per scene. In our exper-
iments, we calibrated𝜔𝑚𝑎𝑥 to 40°/s. The predominance of rotational
movements makes the compensation of linear movements negli-
gible during strong rotational movements [Groth et al. 2022; Kim
et al. 2021]. Accordingly, the deformations by the linear component,
described by𝑀𝑜𝑝𝑡 , are scaled by the angular velocity of the camera
𝜔𝑐𝑎𝑚 . The displacement vector field 𝐷𝑟𝑜𝑡 is derived by applying the
scaling factor 𝐹𝑟𝑜𝑡 of the perceptual model to a vector orthogonal
to the camera movement direction u𝑐𝑎𝑚 .

𝐷𝑟𝑜𝑡 (𝑃,𝜔𝑐𝑎𝑚,u𝑐𝑎𝑚) = 𝐹𝑟𝑜𝑡 · (u𝑐𝑎𝑚 · 𝑑𝑝 − 𝑝) · 𝜔𝑐𝑎𝑚

𝜔𝑚𝑎𝑥
· 2 (6)

The length of the displacement 𝐷𝑟𝑜𝑡 depends on the eccentricity
of the vertex point 𝑝 . Here, u𝑐𝑎𝑚 · 𝑑𝑣 − 𝑝𝑣 gives us the vector that
points from 𝑝 to the axis of movement.

Optimization. Themovement of the scene content between frames
is derived by motion flow. To slow-down the velocity of peripheral
content, the movement can be transformed to the inverse of the
motion vectors. This counter-movement is modulated by the scaling
parameter of the linear component of the perceptual model 𝐹𝑙𝑖𝑛
to derive the initial vector representation 𝑀𝑖𝑛𝑖𝑡 . However, image
overlaps can arise from opposing motion vectors. To avoid overlaps
and find a globally optimal solution, we optimize𝑀𝑖𝑛𝑖𝑡 to find the
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Fig. 6. With a series of shader operations (shader identifier in box corners), we apply screen-space geometrical modifications that reduce vection.

final vector field 𝑀𝑜𝑝𝑡 which is used for the image warping. The
goal is to determine a final state, ensuring each vertex closely aligns
with its desired target position including considerations of the im-
portance of different image areas. The optimization is required to
maintain the non-penetration constraint.

Like for the warping, we opt for an efficient sparse grid (32x32p)
for the optimization rather than pixel-level resolution. The opti-
mization uses a semi-implicit Euler approach (step constant = 0.02).
The forces acting on the vertices are the accumulated sum of the
displacement forces to each of the four neighboring vertices. The
rest length between vertices is the sum of the grid cell width (32p)
and the temporally accumulated deformation of former frames. This
dynamic definition of the spring rest length allows for more tempo-
ral stability than a static definition. In the optimization, we want
to preserve content with high visibility, e.g. high contrast edges,
while content under the threshold of sensibility can be deformed
arbitrarily. The stiffness parameter of each spring between vertices
in the grid is defined by the luminance contrast of the surrounding
content given by the eccentricity-based contrast sensitivity function
(CSF) [Tursun et al. 2019]. After the contrast sensitivity is masked
by a transducer model [Zeng et al. 2000], the final visibility value is
derived by summing up the individual frequency layers. Higher vis-
ibility corresponds to greater stiffness which preserves the content.
The damping constant was chosen with 𝑑 = 0.9 based on experimen-
tal validation. For each frame, we optimize the grid for 50 iterations
on the GPU, taking approximately 3ms.

For each vertex computation, the positions are evaluated in a local
coordinate system, centered at the vertex’s default grid position. This
local approach simplifies displacement calculations, independent of
global positioning and actual grid dimensions. Although the vertices
do not have a global understanding, the global effects still have an
influence as they spread over the multiple iterations of one time-
step. Lastly, to preserve image content, the line of vertices along the
image border remains fixed in position.

Recovery of the Original Rendering. The geometrical distortions
accumulate over time since the modulations operate as a tempo-
ral effect. During blinks and saccades, the phenomenon of change
blindness occurs, which masks changes made to the visual content.
In our implementation, we leverage this natural effect to recover
to the original rendering. Human eye blinks occur around every

3 seconds and allow for an instantaneous reset of the entire im-
age [Nakano et al. 2013]. The recovery with saccadic suppression,
on the other hand, is more challenging, because a full reset would
alter the eye’s target position and disrupt the inherent expectation
of edge consistency. Therefore, we only reset content 𝑐 that based
on the gaze position 𝑔 is located against the direction of movement
m. It applies ⟨(𝑐 − 𝑔),m⟩ < 0. To avoid a sharp edge between the
recovered and deformed content, the reset intensity is scaled with a
gradient. Formally, the reset intensity 𝐼 is quantified by:

𝐼 (𝑏, 𝑝𝑣, 𝑝𝑒𝑦𝑒 ) = ∥⟨m̂, 𝑝𝑣⟩ − ⟨m̂, 𝑝𝑒𝑦𝑒 ⟩∥ (7)

Here, 𝑝𝑣 represents the position of the respective vertex in UV coor-
dinates, and 𝑝𝑒𝑦𝑒 denotes the gaze point of the eye. Sun et al. found
that scene displacements during saccades are undetectable for move-
ments up to 12.6°/s even in the target region [Sun et al. 2018]. During
saccades, we use this threshold to subtly reduce content deforma-
tions located in the direction of movement. In the case of insufficient
resets, the distortions are kept below a maximum offset of 20° from
the original content. The threshold is chosen based on our empirical
analysis and ensures that the warping effect is both effective and
visually pleasing. For the detection of eye blinks, we rely on the
capabilities of the SRanipal library and the HTC Vive Pro Eye HMD.
The detection of saccades is based on the gaze velocity using the
algorithm of Imaoka et al. [2020].

6 VALIDATION
We validate the effectiveness of our implementation in a comprehen-
sive experiment using a realistic VR scenario with multiple scenes.
We run a within-subjects experiment with three sessions per partic-
ipant to explore the effect of the proposed deformation technique.
While the virtual environment was the same for all sessions, the
visual post-processing was altered, comparing our method against
blurring of the peripheral vision and an unaltered control condition.
We counterbalanced the order in which the three conditions were
shown to the participants. Furthermore, a recovery time of at least 48
hours was maintained between sessions to avoid carry-over effects.
The experiment is approved by the university’s ethics committee.

6.1 Experiment Design
6.1.1 Stimuli.

Conditions. We investigate three different conditions: Our tech-
nique that does content-specific adjustments to the scene content
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urban scene nature scene

Fig. 7. In the experiment, we used two scenes, both displayed twice per
session with a smooth transition.

while preserving visual fidelity, the commonly used method of pe-
ripheral blurring and a control condition as baseline. Peripheral
burring is one of the most common techniques to subtly prevent oc-
currences of cybersickness. Based on former work, we implemented
a foveated blurring where the quality degradation from the foveal
point is scaled by the camera’s linear and angular velocity [Groth
et al. 2021a,b]. At maximum speed, the foveal region is kept the
smallest with a diameter of 10° [Groth et al. 2021b]. The strength of
the blur increases linearly with eccentricity. Following the results
of Lin et al. [Lin et al. 2020b], the linear increase is set with a max-
imum kernel size of 13 which was found to be at a 50% detection
probability. Comparably, the underlying principles of our warping
are likewise calibrated to this commonly used detection threshold
(see Section 3) and adjusted based on the methodology described
in the implementation section. We perform the manipulations in
image space for a more dynamic response to scene content and
broad applicability of the technique to a variety of applications.

Virtual Environment. In the experiment we present a photorealis-
tic virtual environment with two different scenes, urban and nature.
While the urban scene mainly contains geometrical structures and
straight lines, the nature scene explores the perception of a more
heterogeneous shape composition. The camera path in the experi-
ment is predefined and cannot be altered by the participants. While
the path completes its circular trajectory, both environments are
shown for the same amount of time, resulting in four scene changes
per session in the same order. We carefully design the camera path
to feature a balanced mixture of different camera movements. For
linear movements, the camera constantly accelerates and deceler-
ates in a sinusoidal manner to investigate movements that are most
relevant for cybersickness [Groth et al. 2022; O’Hanlon et al. 1974].
Furthermore, we include sections with unpredictable movements
with a linear and angular component and full 360° rotations.

6.1.2 Apparatus. For the experiment we used a HTC Vive Pro Eye
head-mounted display (HMD) with a visible FOV of 100° and a frame
rate of 90 Hz. The resolution of that HMD is 2880 x 1600 pixel. The
rendering is performed on a commodity computer with a NVIDIA
RTX 4090 graphics card.

6.1.3 Participants. A total of 25 participants completed all three
sessions (12 females, 1 non-binary, Age range = 19 - 35, Avg age =
24.9, SD = 4.29). The participation was compensated with 40€. Due to
the within-subjects design, every participant experienced all of the
conditions. The order of the conditions are counterbalanced. For the
analysis, we separate the participants in two disjoint groups based
on the occurrence of sickness symptoms in the baseline condition. In

line with former research, a simulator sickness questionnaire (SSQ)
total score of 20 is chosen as clustering factor [Groth et al. 2022].
The group with individuals that got negatively affected consists of
17 participants (11 females).

6.1.4 Measurement. We used the SSQ for participant feedback on
cybersickness [Kennedy et al. 1993]. Following common procedure,
we let participants fill in the SSQ twice, before and after each ses-
sion of the experiment, to counteract different daily conditions.
The total sickness score as well as the corresponding subscores
of the SSQ are calculated according to the original procedure of
Kennedy et al. [Kennedy et al. 1993]. During the experiment we also
asked the participants to press different buttons every time their
feeling in comfort got worse or better. This discomfort includes
all symptoms of the SSQ and can be in intervals as coarse or fine
as participants choose. The responses allow for the calculation of
the participants’ individual level of discomfort over time [Groth
et al. 2022]. After each session of the experiment we hold a semi-
structured interview with the participants. The questions were: (1)
Have you noticed anything unusual, and if so, what? (2) Optionally:
How often did the effect occur? (3) Optionally: How disturbing did
you find the effect? (4) How was your overall feeling during this
session? (5) How immersed were you in the VR environment?
We chose an interview over subjective rankings of subtleness

and immersion since the nature of the two manipulations is very
different and comparing them on one numerical scale is prone to
misinterpretation. The interview gave us the chance to dig deeper
into the effects that were actually perceived by the participants
and gain substantial insights about the impact of the investigated
methods.

6.1.5 Procedure. The experiment for every participant was con-
ducted in three sessions with one condition in each session (control,
blur, or warp). The procedure of each session followed the same
structure. In the beginning, every participant gave written con-
sent and was informed about the experimental procedure and the
possibility that negative symptoms may arise. Demographics have
already been provided for participant registration. In each session,
participants first filled the pre-experimental SSQ to capture their
initial state, adjusted the VR glasses and performed a calibration
routine for the eye tracker. In the experiments, participants were
seated and ask to keep their head straight to increase comparabil-
ity between sessions. The in-game camera was moved along the
predefined path and participants could constantly indicate their
well-being over the respective buttons. We ask participants to indi-
cate when they experience severe negative feelings and the session
was ended immediately in that case. Otherwise, the total time of
the VR experience was 13 minutes. After every session of the ex-
periment, participants first filled in the second SSQ, before we then
conducted a semi-structured interview.

6.2 Analysis and Results
For the analysis of the experimental results, we performed pairwise
two-sided dependent t-tests for repeated measures comparing both
manipulation techniques to the control condition and to each other.
Qualitative results of the interviews were determined by thematic
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Fig. 8. Progression of the relative discomfort of all participants over the
sessions, with shaded areas for the standard error of the mean (SEM).

analysis [Braun and Clarke 2006]. The further results focus only on
the group of participants for whom the virtual simulation evoked
significant cybersickness, since mitigation methods are less inter-
esting for participants that do not get sick in the first place. As
expected, the statistical results of the group of participants that
were unaffected by the simulation show no significant change in
the SSQ scores or times participants spent in the VR environment.
Data from two participants had to be discarded from the time-based
discomfort analysis due to improper task execution.

Results for Effectiveness. Figure 9 shows the SSQs scores for total
sickness and the three subscales nausea, disorientation, and ocu-
lomotor effects. The results confirm our technique’s effectiveness
in mitigating cybersickness. Our method significantly reduced the
sickness scores (-31.8% over control) across all SSQ subscales (total:
𝑇 = 4.87, 𝑝 = 0.0002); nausea: 𝑇 = 3.81, 𝑝 = 0.0015; disorientation:
𝑇 = 4.37, 𝑝 = 0.0005; oculomotor: 𝑇 = 2.68, 𝑝 = 0.0166). While the
peripheral blur technique also reduces the average cybersickness
(-20.2%), it does not achieve a significant effect in our experiment.
Simultaneously, the time participants are willing to spend in the VR
environment (600.3s in control) was significantly increased when
post-processing the output (Blur: +54.8s, Warp: +92.9s). However,
only our warp condition had a significant influence on the increase
of time in the VR environment (𝑇 = −2.97, 𝑝 = 0.009). By intro-
ducing content distortions, the drop-out rate was reduced by 50%
over the control session (control: 41.7%, blur: 29.2%, warp: 20.8%).
From the qualitative results, a majority of 84% of participants stated
that the session with our technique was the most enjoyable without
being aware of the differences.

The positive impact of content-aware image warping on the com-
fort of users is further supported by the real-time data of the dis-
comfort analysis (see Figure 8). When applying our modulations,
the general level of relative discomfort over time was significantly
lower. While the relative level of discomfort is around 25% at the
end, the temporal progression of the warp session only shows a ris-
ing trend between 240 and 300 seconds. The much larger remaining
intervals, on the other hand, tend to oscillate around their constant
mean. Participants were even able to recover from some of their

SSQ total
** ***

nausea oculomotor

si
ck

ne
ss

 s
co

re

100

80

60

40

20

0

100

80

60

40

20

120 **
disorientation

100

80

60

40

20

120

100

80

60

40

20

120

control condition peripheral blur our method
00 0

Fig. 9. SSQ results for all conditions. Error bars represent the SEM. Signifi-
cance is denoted by ‘**’ (p≤0.01) and ‘*’ (p≤0.05).

discomfort in certain parts of the simulation, e.g., between 450 to 520
seconds. Such a recovery was not evident in the other conditions.
With the pre-defined camera trajectory and continuous discom-

fort metrics, we can further assess the relative efficacy of individ-
ual motion types (linear and angular). The mean discomfort incre-
ment (as percentage per minute) for rotational motions registered
at 15.97 in the control scenario, 15.88 with peripheral blur applied,
and 11.37 when warping was used. Linear motion was less severe
and increased discomfort rates by 0.53% per minute without post-
processing and 0.70% per minute with peripheral blur. With our
warp implementation the data suggests even a decrease in discom-
fort during linear motion scenarios with -2.29% per minute.

Results for Subtlety. A decisive factor for the widespread use of
methods for cybersickness reduction is, in addition to efficiency,
the unobtrusiveness of the methods. The perceptual model of our
method is based on novel findings from our studies of the HVS
(Section 3). The free parameters of the model are calibrated to the
conservative detection threshold in dedicated experiments. Further
constraints in the implementation prevent excessive distortion of the
scene. In the validation experiment, we investigated the subtleness
of the applied image manipulations and the extent of distracting
participants from their virtual experience. From the results of the
semi-structured interviews, for 36% of the participants it was im-
possible to detect any changes made to the scene over the whole 13
minutes of the experiment. Surprisingly, the peripheral blur was less
noticed in our experiment (undetected for 64%) than in former re-
search with equivalent parameters. On the other hand, it was noted
to be more distracting when perceived by participants. A detailed
investigation of the eye tracking results leads to the assumption
that most of the detected artifacts of the warping were not caused
by the visibility of the deformations themselves, but rather by in-
sufficient resets during the saccades. Better hardware and saccade
detection techniques have the potential to improve the subtleness
of the resetting of scene deformations.

Further Findings. Overall, the results show the same trend for
men and women, with the control condition perceived as the most
sickness inducing and the warping condition rated as most pleas-
ant (see Figure 11). In line with former findings [Groth et al. 2022;
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Narciso et al. 2019], women experienced higher sickness symptoms,
have a higher average sickness score, and end the experiment earlier.
However, with our scene deformation technique applied, cybersick-
ness was mitigated significantly for both, men (𝑇 = 3.01, 𝑝 = 0.0299)
and women (𝑇 = 3.86, 𝑝 = 0.0032). The result give a positive in-
dication for the use of warping methods for effective reduction of
the general gender bias of VR experiences. This results, however,
should be considered with care due to the small group size of male
participants that actually got sick in the experiment.

Based on our qualitative inquiry, the influences on cybersickness
are grouped into two themes: Influences of the scene and the type
of movement. Most of the participants reported the forest scene
to be worse than the city presentation. This was further reported
to be influenced by the closeness of the surrounding objects, e.g.
trees, which were further away in the urban area. In line with for-
mer research, rotational movements caused more severe cybersick-
ness [Groth et al. 2022; Kim et al. 2021]. Participants reported that
pitch rotations had an especially strong influence. One participant
related the severity of pitch rotations to the high buildings of the city
environment [P17]. Movements to the side were further claimed to
be critical for sickness symptoms, while forward movements were
not seen as a problem. The majority of participant experienced a
high level of presence in the VR experience (15 out of 25 participants;
60%). Another 8 individuals reported the presence level to be at a
decent amount, describing the experience as “medium immersing”
or “somewhat real”. Participants’ preferences among the session
comparing immersion was less clear. Most of the participants re-
ported that all sessions were equally immersing (10 participants).
Followed by a preference for the control session and warping with
7 and 6 votes, respectively. The blurring was less accepted for an
immersive experience (2 votes), which likely be attributed to the
attenuation of details in the periphery.

7 LIMITATIONS AND FUTURE WORK
The experiment reveals the peripheral blur to be more subtle than in
prior studies using comparable intensities. Therefore, our method’s
predominance in effectiveness, though indicative, might differ when
stronger blurring is applied. Notably, more pronounced blurring
would further diminish peripheral visual details, while our method
preserves the visual fidelity of the scene.

The current implementation of our method uses the motion flow
of the rendering pipeline to retrieve content motion between frames.
For content not relying on a 3D scene, like 360° videos, the compu-
tation would require a different input, e.g. vision-based optical flow.
Hardware-accelerated optical flow algorithms promise real-time
computation in milliseconds [Fast Optical Flow 2023].
Another limitation of our method is the prediction of complex

camera movements in short time intervals. Unpredictable changes
in direction can disrupt the motion energy accumulation, leading
to artifacts in the rendered scene. The full scene resets, triggered
by the user’s blinking, recover the original rendering every three
seconds on average.

The distortions of the warped frames may also become visible in
scenarios with near-camera presentations and scenes that are exten-
sively regular, e.g. very regular low-poly scenes. Especially in the

forest scene, multiple objects of the virtual environment got close
to the camera and some participants reported recognizing artifacts
of the distortions in these scenarios. Strong regularity, on the other
hand, has the potential to disrupt the subtlety of the method be-
cause the optimization often results in a curvature effect of straight
lines. In a scene consisting mostly of high contrast lines and regular
patterns, the manipulations can become visible. However, while the
presented city scene already contains considerable regularity, our
method remained subtle in this scenario.
Against our expectations, the peripheral blur method was more

subtle and less effective than in comparable implementations that
use the same gradient [Groth et al. 2021a; Lin et al. 2020b]. Com-
pared with the experiments of Lin et al. [2020b], our participants
could not control the camera movements. Also, the scenes in our
experiment were more complex, which may had an influence on the
detectability of the blurring. In contrast, our warping method was
adjusted to a 50% detection rate which is confirmed by the experi-
mental results. Using a more aggressive blurring of the peripheral
content can result in a more effective mitigation of cybersickness.
However, increasing the blur would result in even stronger sup-
pression of peripheral details. The key motivation of our work is to
allow effective cybersickness mitigation without the suppression of
any visual details.

Our implementation does not yet separate between background
and dynamic foreground objects. Dynamic objects do not induce
vection, and therefore no cybersickness [Seno et al. 2009]. For scenes
with extensively moving objects, a separation between dynamic and
static objects would avoid unnecessary scene deformations. All vi-
sual movements that originate to the users’ body movements, e.g.
turning the head, should not be compensated because the corre-
sponding vestibular signals are triggered accordingly. Our imple-
mentation considers this fact and only counteracts passive camera
movements.
Potential future work that exploits the HVS are modulations of

disparity to counteract forward and backward movements. These
modulations involve adjusting the virtual environment’s disparity
to negate motion effects, potentially reducing sensory mismatches.

8 CONCLUSION
This research introduces a new technique for mitigating cybersick-
ness in virtual reality environments without compromising the
visual details of the scene. The perceptual model of our technique
is based on two key findings: Firstly, reducing the visual motion
of objects in the motion-sensitive peripheral field does not alter
the camera velocity perception as long as the movement speed in
the fovea is adjusted accordingly. Secondly, angular camera move-
ments can be adjusted to visually move on a linear trajectory by
scaling the image content with eccentricity. By means of calibra-
tion experiments, perceptual thresholds were found that keep the
effects unnoticeable while maximizing the reduction of vection. We
presented an effective implementation of our method that runs in
real-time as a post-process on the rendered image. Experimental
validation confirms the effectiveness of our approach to mitigate
cybersickness, while the modifications often remained completely
undetected.
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Fig. 10. Exemplary frames of the validation experiment. In the left column we present the unmanipulated frames of the control condition. After applying our
method, the frames are distorted to reduce the visual motion (right column). The gaze point is marked with the red cross. In the VR glasses, the effect is
gaze-contingent and mostly unnoticeable to users.
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Fig. 11. Results of the SSQ and durations for the control condition, the peripheral blur and our warping technique. This analysis only includes participants that
were negatively affected (SSQ total score > 20). Error bars represent the SEM. (a) SSQ results for the total score. (b-d) results for each of the SSQ subscales.
(e) duration people were willing to spend in the virtual environment. Significant results are denoted by ’**’ (p≤0.01) and ’*’ (p≤0.05).
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